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Classification is application areas of neural networks. To generate an 
algorithm to classify multiclass and single class datasets to achieve high 
diversity and more accuracy. Ensemble Data Mining Methods provides 
the power of multiple classifiers to achieve better prediction accuracy 
than any of the individual classifier could on their own. An ensemble 
approach involves employment of multiple classifiers and combination of 
their predictions. Artificial Neural networks are very flexible with respect 
to incomplete, missing and noisy data and also makes the data to use for 
dynamic environment. Diversity in an ensemble of neural networks can be 
handled by manipulating either input data or output data. The paper will 
help the better understanding of different directions in which research of 
ensembles has been done in field of noisy data collection  

  
I. INTRODUCTION  

In supervised learning, different algorithms are employed to find out the association between 
independent variables (attributes) and target dependent variable (class). The supervised learning 
algorithms can be used in two different modes: classification and regression. In classification, the 
algorithms map the input space to set of predefined class labels whereas in regression, it maps input 
space to domain of real values. In this text, we limit our study to classification problems. For example, 
Boosting is an ensemble method that learns a series of “weak” classifiers ach one focusing on correcting 
the errors made by the previous one; and it is currently one of the best generic inductive classification 
methods. Ensembles and/or hybrid classifiers remained the problems. Ensembles and/or hybrid 
classifiers remained the focus of research community since last decade. The concept of ensembles is to 
employ multiple classifiers and their individual predictions are combined in some way to obtain reliable 
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and more accurate predictions Ensembles have been successfully applied to improve the performance of 
classifier in many fields e.g. finance [3], bioinformatics [4], medicine [5], information security [6, 7], 
Information Retrieval [8] etc. . Many researchers report that ensembles often outperform the individual 
best base classifier [4, 9-17]. Many researchers proposed different concepts to describe improved 
performance, reduced generalization error and successful applications of ensembles to different fields 
over individual classifier. For example Allwein et al. (2000) [18] interpreted the improved performance 
in the framework of large margin classifiers [18, 19] 

II. Basic concept of Data Mining  

Data mining process (the analysis step of the knowledge discovery in databases process, or KDD), a 
field of computer science is the process of discovering new patterns from large data sets involving 
methods such as artificial intelligence, machine learning, statistics and database systems. The goal of 
data mining is to extract knowledge from a data set in a human-understandable structure and involves 
database and data management, data preprocessing, model and inference considerations, interestingness 
metrics, complexity considerations, post-processing of found structure, visualization and online 
updating.  The following steps are used to preprocess the large dataset.  

* Selection: Obtain data from various sources.  

*Preprocessing: Cleanse data.  

* Transformation: Convert to common format. Transform to new format.  

* Data Mining: Obtain desired results.  

* Interpretation/Evaluation: Present results to user in meaningful manner.  

* Knowledge presentation: where visualization and knowledge representation techniques are used to 
present the mined knowledge to the user. Databases are rich with hidden information that can be used 
for making intelligent business decisions. Classification and prediction are two forms of data analysis 
which can be used to extract models describing important data classes or to predict future data trends. 
Whereas classification predicts categorical labels (or discrete values), prediction models continuous-
valued functions.  

Data classification is a two step process In the first step, a model is built describing a predetermined set 
of data classes or concepts. The model is constructed by analyzing database tuples described by 
attributes. Each tuple is assumed to belong to a predefined class, as determined by one of the attributes, 
called the class label attribute. In the context of classification, data tuples are also referred to as samples, 
examples, or objects. The data tuples analyzed to build the model collectively form the training data set. 
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The individual tuples making up the training set are referred to as training samples and are randomly 
selected from the sample population. Since the class label of each training sample is provided, this step 
is also known as supervised learning (i.e., the learning of the model is 'supervised' in that it is told to 
which class each training sample belongs). It contrasts with unsupervised learning (or clustering), in 
which the class labels of the training samples are not known, and the number or set of classes to be 
learned may not be known in advance.  
 

2. 1 Ensemble classifiers  

The ensemble classifier involves the employment of multiple classifiers and combines their predictions 
to obtain reliable and more accurate predictions. To better exploit information, an ensemble of 
individuals is a more promising choice because information that is derived from combining a set of 
classifiers might produce higher accuracy than merely using the information from the best classifier 
among them  

Dietterich (2000b) [1] listed three specific reasons for benefits of ensembles: statistical, computational 
and representational. Other reasons for combining different classifiers include [39]:  

1) A designer may have access to a number of different classifiers, each developed in a different context 
and for an entirely different representation/description of the same problem. An example is the 
identification of persons by their voice, face, as well as handwriting; 

 2) Some times more than a single training set is available, each collected at a different time or in a 
different environment. These training sets may even use different features;  

3) Different classifiers trained on the same data may not only differ in their global performances, but 
they also may show strong local differences. Each classifier may have its own region in the feature space 
where it performs the best; 

 4) Some classifiers such as neural networks show different results with different initializations due to 
the randomness inherent in the training procedure. Instead of selecting the best network and discarding 
the others, one can combine various networks.  
 

Langin and Rahimi (2010) [23] proposed three different strategies to combine base classifiers namely  

1) consecutive combination: A consecutive combination uses methods in order, first one, and then the 
next; 
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 2) Ensemble combinations: An ensemble combination has methods which are run in parallel with an 
additional method at the end which provides a single output from multiple potential outputs;  

3) Hybrid combinations: A hybrid combination is an offspring of two different parents which implies an 
interaction of some sort as opposed to being consecutive or parallel. A hybrid strategy can loop-back 
and forth multiple times between methods or can embed one method within another method.  

Ensemble can be generated by using various methods that may include: 

 1) Modification of structure and characteristics of input data;  

2) Aggregation of classes;  

3) Selection of base classifiers specialized for specific input regions;  

4) Selection of proper set of base classifiers evaluating their performance; 

 5) Selection of randomly base classifiers;  

6) Exploiting problem characteristics e.g., hyperlink ensembles etc. Keeping in view, the popularity and 
successful applications of ensembles in different fields, various methods are proposed in literature for 
creating ensembles. Much taxonomy is proposed to categorize different ensembles into different 
categories. Since research of ensemble is continuously evolving, there is no existing taxonomy that 
covers every aspect of ensembles. 

Kuncheva (2004) proposed a simple taxonomy that is widely used for combining different classifiers 
[2]. She proposed a classification of ensembles in four levels. The levels are:  

A. Combination level – it refers to different ways of combining the classifier predictions. 

 B. Classifier level – it determines which base classifiers are used to constitute the ensemble.  

C. Feature level – it refers to different feature subsets that can be used for the classifiers.  

D. Data level – it indicates which dataset is used to train each base classifier.  

Kuncheva (2004) [2] also proposed that there are two types of methods to develop ensembles.  

1 Decision optimization: it refers to methods to choose and optimize the combiner for a fixed ensemble 
of base classifiers. This method corresponds to level A (combination level as described above).  

2 Coverage optimization: it refers to methods for creating diverse base classifiers assuming a fixed 
combiner. This method corresponds to level B, C, and D.  
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2.2 Ensemble classifiers accuracy 

Estimating classifier accuracy is important in that it allows one to evaluate how accurately a given 
classifier will correctly label future data, i.e., data on which the classifier has not been trained. For 
example, if data from previous sales are used to train a classifier to predict customer purchasing 
behavior, we would like some estimate of how accurately the classifier can predict the purchasing 
behavior of future customers. Accuracy estimates also help in the comparison of different classifiers 
Using training data to derive a classifier and then to estimate the accuracy of the classifier can result in  
 misleading over-optimistic estimates due to overspecialization of the learning algorithm (or model) to 
the data Holdout and cross-validation are two common techniques for assessing classifier accuracy, 
based on randomly- sampled partitions of the given data 

2.2.1 Holdout Method  

In the holdout method, the given data are randomly partitioned into two independent sets, a training set 
and a test set. Typically, two thirds of the data are allocated to the training set, and the remaining one 
third is allocated to the test set. The training set is used to derive the classifier, whose accuracy is 
estimated with the test set .The estimate is pessimistic since only a portion of the initial data is used to 
derive the classifier. Random subsampling is a variation of the holdout method in which the holdout 
method is repeated k times. The overall accuracy estimate is taken as the average of the accuracies 
obtained from each iteration.  
 

 2.2.2 Cross-validation  

In k-fold cross validation, the initial data are randomly partitioned into k mutually exclusive subsets or 
folds", s1, s2,…sk, each of approximately equal size. Training and testing is performed k times. In 
iteration i, the subset Si is reserved as the test set, and the remaining subsets are collectively used to train 
the classifier. That is, the classifier of the first iteration is trained on subsets S2,…, Sk, and tested on S1; 
the classifier of the section iteration is trained on subsets S1; S3; ::; Sk, and tested on S2; and so on. The 
accuracy estimate is the overall number of correct classifications from the k iterations, divided by the 
total number of samples in the initial data. In stratified cross-validation, the folds are stratified so that 
the class distribution of the samples in each fold is approximately the same as that in the initial data.  
 

2.2.3 Bootstrap  

Other methods of estimating classifier accuracy include bootstrapping, which samples the given training 
instances uniformly with replacement, and leave-one-out, which is k-fold cross validation with k set to s, 
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the number of initial samples. In general, stratified 10-fold cross-validation is recommended for 
estimating classifier accuracy (even if computation power allows using more folds) due to its relatively 
low bias and variance.  
 

 III. Increasing classifier accuracy  

Bagging (or bootstrap aggregation) and boosting are two such techniques. Each combines a series of T 
learned classifiers, C1; C2;…..CT, with the aim of creating an improved composite classifier, C*. 

  3.1 Bagging 

Given a set S of s samples, bagging works as follows. For iteration t (t = 1,2,…T), a training set St is 
sampled with replacement from the original set of samples, S. Since sampling with replacement is used, 
some of the original samples of S may not be included in St, while others may occur more than once. 
Each bootstrap sample Si contains approx. 63.2% of the original training data. Remaining (36.8%) are 
used as test set. A classifier Ct is learned for each training set, St. To classify an unknown sample, X, 
each classifier Ct returns its class prediction, which counts as one vote. The bagged classifier, C*, counts 
the votes and assigns the class with the most votes to X. Bagging can be applied to the prediction of 
continuous values by taking the average value of each vote, rather than the majority.  

 Advantages  

Bagging works well if the base classifiers are unstable. It Increased accuracy because it reduces the 
variance of the individual classifier. Bagging seeks to reduce the error due to variance of the base 
classifier. Noise-tolerant, but no t so accurate  
 

3.2 Boosting  

In boosting, weights are assigned to each training sample. A series of classifiers is learned. After a 
classifier Ct is learned, the weights are updated to allow the subsequent classifier, Ct+1, to “pay more 
attention" to the misclassification errors made by Ct. The final boosted classifier, C_, combines the 
votes of each individual classifier, where the weight of each classifier's vote is a function of its accuracy. 
The boosting algorithm can be extended for the prediction of continuous values.   

Advantage  

Boosting tends to achieve more accuracy than bagging Boosting focuses on misclassified tuples so it 
risks over fitting.   
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Limitation  

Boosting can fail to perform well given insufficient data. This observation is consistent with the 
Boosting theory. Boosting also does not perform well when there is a large amount of classification 
noise (i.e. training and test examples with incorrect class labels).Boosting is also very susceptible to 
noise in the data.   

Comparison between Bagging and Boosting  

Bagging is noise-tolerant, produce better class probability estimates. It is not so accurate. It is related to 
random subsampling. While Boosting is very susceptible to noisy data, produces rather bad class 
probability estimates. It is related to windowing.   
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