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ABSTRACT: 

Due to the lack of infrastructure in ad hoc network address assignment is a key challenge. 

Autonomous addressing protocols are required to provide the address. To avoid address 

collisions in a dynamic network with fading channels, frequency partitions, and 

joining/leaving nodes, it requires a distributed and self-managed mechanism. This paper 

proposes and analyzes a lightweight protocol, which helps in configuring mobile ad hoc 

nodes based on a distributed address database stored in filters. It reduces the control load and 

makes the proposal robust to packet losses and network partitions. 

Index terms: Ad-hoc networks, Addressing mechanisms, IP Address configuration 

INTRODUCTION: 

Due to the lack of a centralized administration in adhoc network, it makes these networks 

attractive for several distributed applications, such as sensing, Internet access to deprived 
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communities, and disaster recovering. Network partitions, caused by node mobility, fading 

channels [1], and nodes joining and leaving the network, can disrupt the distributed network 

control. Usually unaddressed issue of ad hoc networks is the frequent network partitions. 

Address assignment in ad hoc networks,  is even more challenging due to the self-organized 

nature of these environments. This paper, propose and analyze an efficient approach called 

Filter-based Addressing Protocol (FAP). Maintains a distributed database stored in filters 

containing the currently allocated addresses in a compact fashion. 

FAP: 
Its aim is to reduce the control load and to improve partition merging detections without 
requiring high storage capacity and dynamically auto-configure network addresses. These 
objectives are achieved through small filters and an accurate distributed mechanism to update 
the states in nodes. It uses the filter signature (i.e., a hash of the filter) as a partition identifier 
instead of random numbers. The filter signature represents the set of all the nodes within the 
partition. Therefore, if the set of assigned address changes, the filter signature also changes. 
This filter is preseon at every node to simplify frequent node joining events and reduce the 

control overhead required to solve address collisions inherent in random assignments. 

 

 

 

 

 

 

 

 

 

 

 

 

Incoming traffic   Allowed outgoing traffic 

5 Application 

4 Transport Control Protocol(TCP) 

3 Internet Protocol(IP) 

2 Data link 

1 Physical 

Disallowed     Allowed 

Traffic is filtered based on specified rules, 
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the Networe stack 
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It maintains a distributed database stored in filters containing the currently allocated   

addresses in a compact fashion. Two different filters, depending on the scenario: the Bloom 

filter- based on hash functions, the Sequence filter- compresses data based on the address 

sequence. Filter signature, which is the hash of the address filter, as a partition identifier. The 

filter signature is an important feature for easily detecting network, merging events, in which 

address conflicts may occur 

Bloom Filters 
The Bloom filter is composed of a n -bit vector that represents a set composed of elements. 

The elements are inserted into the filter through a set of independent hash functions, whose 

outputs are uniformly distributed over the m bits. First, all the bits of the vector are set to 

zero. If at least one bit is set to 0, then, is not on the filter. Otherwise, it is assumed that the 

element belongs to. There is, a false-positive probability that an element be recognized as 

being in. The false-positive probability is given by the probability of these bits not being 0, 

which means that PFP= (1-P0) k
         k minimizes the false-positive probability, which is given 

by k=௠.௟௡ଶ
௡

Bloom filters do not present false negatives, which means that a membership test 

of an element that was inserted into the filter is always positive. 

 

 (a) Bloom filter with k=3 hash functions (b) 2 bit counter bloom filter 
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Sequence Filters 

It stores and compacts addresses based on the sequence of addresses. This filter is created by 

the concatenation of the first address of the address sequence, which we call initial element 

(a0), with a r-bit vector, where r is the address range size. 

   

In this filter, each address suffix is represented by one bit, indexed by Δ, which gives the 

distance between the initial element suffix (a0suffix) and the current element suffix (suffix). If a 

bit is in 1, then the address with the given suffix is considered as inserted into the filter, 

otherwise, the bit in 0 indicates that the address does not belong to the filter. Therefore, there 

are neither false positives nor false negatives in the Sequence filter because each available 

address is represented by its respective bit. Sequence filter is deterministic and, as a 

consequence, neither false positives nor false negatives are created. The size of the Sequence 

filter depends only on the size of the address range, r,and on the address sizeAs 

MODULES: 

Network Initialization: 

Two different scenarios can happen in the initialization: 
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Joining nodes arrive one after the other with a long enough interval between them, called 

gradual initialization, or all the nodes arrive at the same time, called abrupt initialization. 

FAP fits well for both gradual and abrupt initialization scenarios, using Hello and AREQ 

messages. The first node is alone to choose a partition identifier. The following joining nodes 

are handled by the first node through the joining node procedure. If all nodes join the network 

approximately at the same time, it may cause inconsistencies in the address allocation 

procedure. The Hello message is used by a node to advertise its current association status and 

partition identifier. The AREQ message is used to advertise that a previously available 

address is now allocated.  Each AREQ has an identifier number, which is used to differentiate 

AREQ messages generated by different nodes, but with the same address. 

Node Joining: 

In FAP, a node trying to join the network listens to the medium for a period. If the node does 

not receive a Hello message within this period, then it starts the network, acting as the 

initiator node. If the node receives a Hello message, then the network already exists and the 

node acts as a joining node. 

Address Assignment: 

An initiator node randomly chooses an address, considering the address range defined by the 

bits of the network prefix, creates an empty address filter, and starts the network initialization 

phase. In this phase, the node floods the network Nf times with AREQ messages to make all 

initiator nodes to receive the AREQ message. After waiting a period Tw the node leaves the 

initialization phase and inserts in the address filter all the addresses received with AREQs. 

Then the node starts to send Hello messages with the address filter signature, which is a hash 
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of the filter.  This signature identifies the network and is used to detect partitions.  If the 

initiator node receives any AREQ with the same address that it has chosen, but with a 

different identifier number, then there is an address collision, the node waits for a Tc period 

and then chooses another available address and sends another AREQ. After Tc probability of 

choosing a used address reduces which decreases the probability of collisions and, 

consequently, reduces network control load. 

  Network Merging Events: 

After receiving Hello, neighbors evaluate whether the signature in the message is the same as 

its own signature to detect merging events. The joining node, then asks for the source of the 

first listened Hello message (the host node) to send the address filter of the network using an 

Address Filter (AF) message. When the host node receives the AF, it checks bit I, which 

indicates whether the message is being used for a node-joining procedure or a partition-

merging procedure. If I=1, the message came from a joining node. Then, the host node 

answers the request with another AF with bit R set to 1, indicating that the AF is an answer to 

a previous filter request. When the joining node receives the AF reply message, it stores the 

address filter, chooses a random available address, and floods the network with an AREQ to 

allocate the new address which in turn updates the filter message of the other nodes.  
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Fig: FAP scheme for node ingress 

When a node leaves the network, its address should become available to the other nodes. If it 

is correctly shut down, it floods the network with a notification to remove its address from 

the address filter if not, the address remains allocated in the filters, causing scarcity of 

address. This can be identified in the address filter by the fraction of bits set to 1 in the Bloom 

and in the Sequence filter and by the fraction of counters greater than one in the Counter 

Bloom Filter. Every node verifies this fraction in their address filters every time the filter is 

updated. If this fraction reaches a threshold that indicates that the filter is full or almost full, 

all the nodes reset their address filters and returns to the network initialization. Instead of 

choosing a new address, the node uses its current address, which is not collided, to reduce 

message overhead and to avoid breaking active data connections. To avoid frequent address 

filter renews, there is a minimum period between filter renews, defined as TM.. FAP uses 

timers to avoid that a leaving node inconsistency in the address filter. 
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RESULTS: 
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