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Abstract: Pattern mining is the process of extracting and identifying patterns in the unstructured data 

from different sources. The existing methodologies are focused on the single class ensembles with 

individual parameters. The main objective of the proposed methods is to analyze and identify multiclass 

ensemble with different perspective of exploration. This multiclass ensemble is classified with 

multilayered approach in order to achieve high efficiency. The proposed method has been implemented by 

using evolutionary computing method. The genetic based classification performs more accurate result 

when compared to existing method of classification. There are various steps of genetic based method are 

considered such as selection, crossover and mutation process. The ensembles are classified in two layered 

approach namely local classification and global classification. In local classification the ensembles are 

maintained in separate clusters whereas global classification performs multiclass classification with single 

set. This method considered various parameters from diverse sources with high efficiency. 

 

1. INTRODUCTION: 

 
Evolutionary Algorithms (EA) are derived from biological which is used to map the problem with 

suitable solution domain in the computer science and its application. In any kind of research domain needs 

the analysis with the help of Genetic algorithm (GA) which is a subset of EA. The application of those 

algorithms is optimization and solution space based search. The main operation of the GA is a selection 

process, crossover process and mutation process. The better solutions are analyzed and identified based on 

the suitable problem which is identified from the sample space called population in GA.  

The candidate solutions are selected from the sample set of population by achieving optimized 

solution. Suppose if there is any new properties added and already existing properties are removed from 

the sample set which will be done by using mutation process. Tradition al solutions are encoded using 

binary strings and also with other encoding methods with efficient manner. The generation of the 

population starts with individual candidate by using iterative manner. The individual are selected from the 
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solution space called population is by calculating the fitness function in each step of generation process. 

This function produces the optimized solution form the values of objective function which is related to the 

problem domain. 

The new generation is generated from the existing population in which the properties are modified 

or added. The currently generated solution set is a input to the another iterative process. The GA process 

gets stops if enough number of solutions (i.e., candidate) are produced from the population. 

 

Normally the GA needs two types of domain they are solution domain and fitness value. The 

solution domain is the space which is called population and fitness value is the suitable candidate with 

solution. The representation of the sample solution is a array based and also use some other common 

notation. There are static and dynamic way of handling the candidate which will produced the accurate set 

by using the combination of the properties called crossover. 

 

Normally the GA starts with the initial sample set with the representation of its properties using 

the calculated fitness value over its population. This process is looping procedure with the GA operations 

such as process of selection, process of mutation, crossover process and inversion process. 

 

2. RELATED WORK:  

2.1 INITIALIZATION 

 
The problem of the real time area only decides the size of the population with different kinds of 

properties which are related to the solution set. Normally the initial set is selected with various algorithms 

and properties which suitable solution set or space. The main objective of the GA is to finding out the 

optimal solution from the problem area. 

 

2.2 SELECTION 
 
 

The individual is selected from the existing set and the suitable candidate is selected by 

calculating the fitness function which produces the suitable new candidate or solution. From the 

populations with fitness-based process, in which fitter solutions measures with function of selection. Some 

selection methods have a technique to the fitness value is calculated from the corresponding function for 

selecting and assessing solution which are related problem domain with best solution. Previous techniques 

of rating process are time consuming process with sample of the population. The quality and efficiency of 

https://en.wikipedia.org/wiki/Fitness_(biology)
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the solution is represented by using the function and metrics which are related to genetic nature of the 

problem domain. 

 

2.3 CROSSOVER AND MUTATION 
 
 

The new generations of the candidates are produced by selecting and integrating the different 

attributes and its combination using process of mutation with crossover. The newly generated solution is 

mixed with already existing solution domains which are related to common or relevant problem domain. 

Various properties and attributes are shared among the candidates who are generated from the previous 

iterations by using the generic GA process. 
 

The new head of the candidate called parent from newly create the candidates is selected with 

diverse sizes produces the dynamic population generation process. The same process is repeated for 

selecting more number of parents with high level cohesion in order to achieve high efficiency and 

performance during evaluation process. The different properties are identified from initial stage of 

generation for generating new set of properties called new population with related process. The fitness 

value of the newly formed population is analyzed and calculated the mean value which decides the overall 

efficiency of the generation process. The fitness values are categorized as most suitable and least suitable 

based on the threshold identified from the mean value. There are two set of populations are generated over 

the identified category. 

 

The properties and attributes identification related to problem domain based on the probability of 

sample space with suitable size with the process of GA. The accuracy of the mutation process based on 

the rate of the recombination process is analyzed without any complications. There are two types of value 

is exists maximum and minimum. The maximum rate achieves the high accuracy in the GA whereas 

minimum rate targets the low level accuracy. 

 

3. HEURISTICS 
 
 

Most reliable way of handling GA operators and its processes are implemented with heuristics 

methods. The same generation with similar heuristics and different heuristics suffers a problem of candidate 

combination. The minimum convergence of the different sample space protects the early combination 

process.
[6][7]

 

 

 

https://en.wikipedia.org/wiki/Crossover_(genetic_algorithm)
https://en.wikipedia.org/wiki/Mutation_(genetic_algorithm)
https://en.wikipedia.org/wiki/Genetic_algorithm#cite_note-7
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4. PROBLEM DEFINITION: 
 

Nowadays the data are growing enormously from diverse sources with various kinds of devices. 

These data are stored in to the high data centre with maximum classification. The different data are secure 

and validated importantly by educational institutions, business companies and scientific organizations [1]. 

These data are handled and accessed by using the web based application. The data are categorized as 

social networking data, online database, and other text information. The vital problem of handling and 

retrieved the data using the pattern which are selected during the mining process. There are plenty of 

modern data mining tools are available which are not suitable for handling such type of raw data [2]. 

Pattern mining is a process of extracting the suitable data or information from various sources 

based on the region of interest. The computational intelligence are used for targeting the patterns with 

clustering and classification techniques [3]. The knowledge is extracted using various mining techniques 

such as document summarization, process of clustering and classification process [4]. The data are 

categorized in to semi-structured, unstructured, natural language processing [5]. These techniques are 

applied over the different real time applications such as web retrieval engine, CRM based application, 

spam filtering, recommendation systems intrusion system based detection, analysis with various 

categories [6]. 

 

5. ALGORITHM 
 
5.1 Algorithm 1: 
 
Algorithm for multi-class text or label of ensemble classification (MCEC)  

begin 

 data collected from various sources as DC; for each d ε DC do 
 
begin 
 

preprocess the data using data cleaning; ensembles are identified from the preprocessed 

data as EI 
 

for each e ε EI do 
 
begin 

 
select the ensembles as ES; 

 
for each es ε ES do 

 
begin 

 
classify the ensemble and form a classification  set CS; 

 
end; end; 
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for each cs ε CS do 
 

begin 
 

select the ensemble from CSi for each ensemble ε CSi do 

begin 
 

integrate all the ensembles as one global cluster as gc; 

end 

end 
 

call genetic based ensemble management (gc); 
 
generate the report for all class of ensembles; 
end 
 
end 
 

 

5.2 Algorithm 2: 
 

Algorithm for genetic based ensemble management (Global Cluster GC)  

begin 

  for each gc ε GC do 
 
begin 
 
  select the ensemble from the set as ES; 

 
  calculate the fitness function for the ensembles      

  as f(x); 
 
  for each e ε ES do 
 
begin 
 
  calculate the fitness function of all ensemble e; f(e) ; 
 
if f(e) >= f (x) then 
 
collect those ensemble as ensemble set as ESS; end 
 
for each es ε ES do 

 
begin 
 
for each es ε ESS do 

 
begin 
 

perform cross over create set as ESS; end 
 
end 
 
generate new ensemble set with class Labels as 

 
NES; 
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return NES; 
 
end; end 
 

6. Figure 1: WORKING MODEL OF EGA 
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The data are collected from various social networks such as twitter, face book and whatsapp etc. 

The data collection process performs the operations with integrated data. The data cleaning process 

removes the irrelevant data from data collections. The ensembles are identified from the collection set. 

The ensemble set are preprocessed and categorized as a label and then performs the selection process. The 

local classification is done by suitable ensemble set. The individual set has different ensemble, which are 

stored in database. The integrated feature classification process has been carried out and maintained as a 

single set. This classification set selection process identified ensemble as a new population. The proposed 

system of classification follow genetic based method. The ensembles are selected with fitness functions. 

The selected ensembles are crossed over by generating new set. The mutation process also done by 

constructing new population. These ensembles are maintained in database of with ordering of ensemble 

data set. Figure 1 shows that the proposed method of ensemble classification. 

 
 
7. PERFORMANCE EVALUATION 

 

The performance evaluation is done based on the ensembles collected from various sources with 

difference ensemble set. The performance parameters like true positive rate, false positive rate, precision, 

recall and F-Measure are considered for evaluation. The comparison takes place in two levels namely 

local and integrated. In local level the classification are done and maintain only restrictive set because the 

data are collected from specific source. The performance is restricted to only particular data set. In 

integrated classification perform over different types of ensembles which are maintained during local 

classification process. The genetic algorithm based comparison also mapped with extraction process in 

order to achieve the maximum efficiency. Figure 2 a) shows that the comparison of True positive Rate 

and False Positive Rate. Figure 2 b) describes that the precision comparison. Figure 2 c) represented as 

recall comparison. 2 d) shows that the F-Measure comparison. The overall performance of local 

classification is shown in figure 2. The integrated classification with performance comparison is 

represented in figure 3. 
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d) F-Measure Comparison  
Figure 2. Local Classification Performance Comparison  
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Figure 3. Integrated Classification Performance Comparison 
 
 

8. CONCLUSION AND FUTURE WORK 

 

Traditionally data are produced only particular source and most of the customer has consumed the 

data, so there is no problem during the data handling. Nowadays the data are generated by various sources 

with huge in number, so it needs proper handling with efficient Method. There is no reliable solution 

exists while handling single source data for prediction. The above problem is overcome by implementing 

proposed ensemble classification method. This performs two classification processes with genetics 

algorithm as a base local classification and integrated classification process. The new ensembles are 

identified and replace the existing ensembles by using the performance metrics. The main objective of the 

proposed method is to classify the ensembles more accurate without any false information to the 

customer. In future these methods can be extended to scientific and medical domain for generic solution. 
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