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Abstract- 

Currently most of the cloud applications method great deal of knowledge to supply the required results in the 

information volumes to be processed by cloud applications is growing a lot of quicker than computing power.  

This difficulty in growth on new approaches for analyzing the knowledge and process. The employment of 

Hadoop Map Reduce framework to execute scientific workflows within the cloud this project explores. Cloud 

computing will providing the monumental clusters for economical giant division and information analysis. 

Distributed file system is simply a classical model of a file system used as the key building blocks for cloud 

computing. The above such files systems will partition a file into a number of chunks and allocated each chunk 

in to the distinct nodes. These Files are dynamically appended, created and deleted. The above result occurs load 

imbalance in a distributed file system; i.e., the file chunks are not uniformly distributed among the nodes. The 

distributed file systems in production systems strongly depend on a central node for chunk reallocation. To 

overcome this problem the distributed load rebalancing algorithm will be presented in this paper. To delete this 

dependence on the storage nodes each node performs the load rebalancing algorithm independently without 

acquiring global knowledge. 
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1. Introduction 
Cloud computing refers to applications and services offered over the Internet. This service is offered from data 

centers all over the world, these are collectively referred to as the "cloud".  This metaphor is not having physical 

presence, yet universal nature of the Internet. The idea of the "cloud" simplifies the many network connections 

and computer systems involved in online services. Many network diagrams use the image of a cloud to represent 

the Internet. In fact, Cloud Computing is a technology and it connects so many nodes together for allocating 

resources dynamically. Different technologies are used in clouds such as distributed file systems, Map Reduce 

programming paradigm, and virtualization.  

Distributed file systems are key building blocks for cloud computing applications based on the 

MapReduce programming paradigm. In such programming paradigm systems, nodes simultaneously serve 

computing and storage functions; a file is partitioned into a number of chunks allocated in distinct nodes so that 

MapReduce tasks can be performed in parallel over the nodes. In a distributed file system, the load of a node is 

proportional to the number of file chunks the node possesses. Because the files in a cloud can be created, 

deleted, and appended, and nodes can be upgraded, replaced and added arbitrarily in the file system, distribution 

of the file chunks are not uniformly distributed to among the nodes. Among storage nodes load balance is a 

critical function in clouds. State-of-the-art distributed file systems in clouds rely on central nodes to manage the 
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metadata information of the file systems and to balance the loads of storage nodes based on that metadata. The 

design and implementation of a distributed file system simplified by the centralized approach. The recent 

experience concludes that when the number of files, the number of storage nodes and the number of accesses to 

files increase linearly, the performance of central nodes become a bottleneck, as they are unable to 

accommodate a large number of file accesses due to clients and MapReduce applications. 

The storage nodes are structured as a network based on distributed hash tables (DHTs),[10] discovering a file 

chunk can simply refer to rapid key lookup in DHTs, given that a unique handle (or identifier) is assigned to 

each file chunk. DHTs enable nodes to self-organize and -repair while constantly offering lookup functionality 

in node dynamism, simplifying the system provision and management. 

 

 
Fig 1: The experimental environment setup 

 

2. Literature Survey 

MapReduce [2] is a programming model and an associated implementation for processing and generating large 

data sets. A map function which is specified by user processes a key/value pair to generate a set of intermediate 

key/value pairs, and a reduce function which can merges all intermediate values associated with the same 

intermediate key. Most of the real world tasks are expressible in this model. The map and reduce primitives 

present in Lisp and many other functional languages. We learnt and realized that most of our computations 

involved applying a map operation to each logical “record” in our input in order to compute a set of intermediate 

key/value pairs, and applying a reduce operation to all the values that shared the same key, in order that derived 

data can  combine appropriately. The functional model with user specified map and reduce operations allows us 

to parallelize large computations easily and to use re-execution as the primary mechanism for fault tolerance. 

The Google File System [3] is scalable distributed file system for large distributed data-intensive 

applications. While running on inexpensive commodity hardware it provides fault tolerance and it delivers high 

aggregate performance to a large number of clients. The largest cluster to date provides hundreds of terabytes of 

storage across millions of disks on over a millions of machines, and it is concurrently accessed by thousands of 

clients. A GFS cluster consists of a single master and multiple chunk servers and is accessed by multiple clients. 

This includes the namespace, access control information, the current locations of chunks and the mapping from 

files to chunks. It also controls system-wide activities such as chunk lease management, garbage collection of 

orphaned chunks, and chunk migration between the chunk servers. The master can also communicate with each 

chunk server in HeartBeat messages to give it instructions and collect its state. 

DHT based P2P systems offer a distributed hash table (DHT) abstraction for object storage and 

retrieval. Many solutions have been proposed to tackle the load balancing issue in DHT-based P2P systems [4]. 

But however, many solutions either ignore the reassign loads among nodes without considering proximity 

relationships or, heterogeneity nature of the system, or both. The goal is to ensure fair load distribution over 
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nodes proportional to their capacities, and also to minimize the load-balancing cost by transferring virtual 

servers between heavily loaded nodes and lightly loaded nodes in a proximity-aware fashion. There are two 

main advantages of a proximity-aware load balancing scheme. First and foremost, from the system perspective, 

a load balancing scheme bearing network proximity in mind can reduce the bandwidth consumption (e.g., 

bisection backbone bandwidth) dedicated to load movement. Second, it can avoid transferring loads across high-

latency wide area links, thereby enabling fast convergence on the load balance and quick response to load 

imbalance. 

A distributed peer-to-peer applications need to determine the node that stores a data item. The Chord 

[5] protocol solves this challenging problem in decentralized manner. Chord can provide support for just one 

operation: given a key, it maps the key onto a node. Chord simplifies the design of peer-to-peer systems and 

applications based on it by addressing these difficult problems: 

Load balance: Chord acts as distributed hash function, spreading keys evenly over the nodes; this provides a 

degree of natural load balance. 

Decentralization: Chord is fully distributed: no node is more important than any other. This improves robustness 

and as well makes Chord appropriate for loosely-organized peer-to-peer applications. 

Scalability: The cost of a Chord lookup grows as the log of the number of nodes, so even very larger systems are 

feasible. No parameter tuning is required to achieve this scaling. 

Availability: Chord automatically adjusts its internal tables to reflect node failures as well as newly joined 

nodes, ensuring that, the node responsible for a key can always be found, barring major failures in the 

underlying network. If the system is in a continuous state of change this will be true. 

Flexible naming: Chord places no constraints on the structure of the keys it looks up: the Chord key-space is 

flat. This application gives a large amount of flexibility in how they map their own names to Chord keys. 

A new framework, called Histogram-based Global Load Balancing (HiGLOB) [6] to facilitate global 

load balancing in structured P2P systems. Each node P in HiGLOB has two key components. The first 

component is a histogram manager that maintains a histogram that reflects a global view of the distribution of 

the load in the system. It is used to determine if a node is normally loaded, overloaded, or under loaded. The 

second component of the system is a load balancing manager that takes actions to redistribute the load whenever 

a node becomes overloaded or under loaded. The load-balancing manager may redistribute the load both 

statically when a new node joins the system and dynamically when an existing node in the system becomes 

overloaded or under loaded. We introduce two techniques that reduce the maintenance cost and reduce the cost 

of constructing histogram. Constructing a histogram for a new node may be expensive since it requires 

histogram information from all neighbor nodes. Additionally, the histograms of the new node’s neighbors also 

need to be updated since adding a new node to a group of nodes changes the average load of that group. To 

partition the system into non-overlapping groups of nodes and maintain the average load of them in the 

histogram at a node. The reducing of overhead of maintaining and constructing histograms by the proposed 

techniques are used. 

 

3. Load Rebalancing Algorithm 

 A node is light if the number of modules it hosts is smaller than the threshold as well as, a heavy node manages 

the number of modules greater than threshold. A large-scale distributed file system is in a load-balanced state if 

each module server hosts no more than A modules. In our proposed algorithm, each server node in module I first 

estimate whether it is under loaded (light) or overloaded (heavy) without global knowledge. This process repeats 

until all the heavy nodes in the system become light nodes. In Proposed system, file downloading or uploading 

with the help of the centralized system. Centralized system will be sharing the file (uploading and 

downloading). First of all we are going to notice the lightest node to require the set of modules from heaviest 

node. Thus we will do the method while not failure. Load equalization may be a technique to distribute 

employment across several computers or network to realize most utilization of resources economical output, 
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reducing latency, and take away overload. The load equalization service is sometimes provided by dedicated 

code or hardware, like a multilayer switch or name server. During this project we have a tendency to use Load 

rebalancing formula. Then identical method is dead to unleash the additional load on following heaviest node 

within the system. Then we are going to once more notice the heaviest and lightest nodes, such a method repeats 

iteratively till there's not the heaviest.  

Advantages of Proposed System Using this we can use in large scale, failure-prone environment 

because the central load balancer is put under considerable workload that is linearly scaled with the system size. 

Another advantage of the proposed system is the security consistency provided by it. Various nodes with heavy 

loads have been proposed as alternatives to central node module so that so many drawbacks of the existing 

system can be avoided. The proposed system will help in keeping the system consistent so that we can avoid 

data loss. 

Load Balancing Algorithm In our proposed algorithm, each module server node I first estimate whether 

it is under loaded (light) or overloaded (heavy) without global knowledge. If the number of modules it hosts is 

smaller than the threshold then a node is light. First we will find the lightest node to take the set of modules 

from heaviest node. So the process done without failure. To distribute workload across many computers or 

network to achieve maximum resource utilization, maximize throughput, minimize response time, and avoid 

overload by using of load balancing technique. The load equalization service is sometimes provided by 

dedicated software package or hardware, like a multilayer switch or name server.  

Node Heterogeneity of Nodes participating in the file system are possibly heterogeneous in terms of the 

numbers of file chunks can accommodate that the nodes.  we assumed that there is bottleneck resource by which 

we can get optimization although a node’s capacity in is proportional to the bandwidth of the network, space & 

its computational power. 

 

 
Fig.2. An example illustrating our algorithm, where (a) the initial loads of chunkservers N1; N2;..;N10, (b) N1 

samples the loads of N1, N3, N6, N7, and N9 in order to perform the load rebalancing algorithm, (c) N1 leaves 

and sheds its loads to its successor N2, and then rejoins as N9’s successor by allocating AeN1 chunks (the ideal 
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number of chunks N1 estimates to manage) from N9, (d) N4 collects its sample set fN3;N4;N5;N6;N7g, and (e) 

N4 departs and shifts its load to N5, and it then rejoins as the successor of N6 by allocating L6 _ AeN4 chunks 

from N6. 

In Map reduced based Applications load is proportional to the no of file chunks in consideration of 

nodes. The rational design is to ensure that the number of file chunks managed by node i is proportional to its 

capacity. Replica Management (in Google GFS and Hadoop HDFS), a relentless variety of replicas for every 

file module square measure maintained in distinct nodes to enhance file handiness with relation to node failures 

and departures. Our current load equalization rule doesn't treat replicas clearly. It is unlikely that 2 or additional 

replicas square measure placed in a consistent node owing to the random nature of our load rebalancing rule. 

More specifically, every underneath loaded node samples variety of nodes, every elect with a likelihood of 1/n, 

to share their hundreds (where n is that the total variety of storage nodes). 

 

4. CONCLUSION 

In this paper we concluded that in large-scale, dynamic and distributed system having the drawback will be 

overcome by load equalization algorithm. Our proposal strives to balance the masses of nodes and scale back 

the demanded movement price the maximum amount as potential, whereas taking advantage of physical 

network vicinity and node no uniformity. Leave space for vendors to boost and optimize a completely unique 

load equalization algorithmic rule to modify the load-rebalancing drawback in cloud has been conferred during 

this paper. Best algorithmic rule is commonly topology specific. 
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