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Abstract 

 
The logistics division in any trade organization is a typical task that involves a huge man power, time and needs more 

currency to be spent while ensuring safe delivery of the product involved.  Any organization that does trade across the 

world is in need to maintain a huge database that has records of almost numerous numbers of attributes involved in it. 

Either a survey or a thorough study of the database will be a tremendous process. Here in this paper such a logistics 

division database is traced with the help of the clustering algorithm to show the performance of the clusters with the data 

given. The response and retrieval of data avoiding the noisy data from the database is a huge task. Such process is done 

with the help of clustering algorithms. Upon applying the database to various clustering algorithms certain results have 

been found and discussed. Three clustering algorithms have been chosen for analysis such as K-means, EM and Make 

density based algorithm are applied with the same database and a comparative results have been derived in this paper. The 

clustering algorithms used for the prediction of results are based upon the statistical calculation. All algorithms that are 

used in the field of Data Mining make use of the statistical equation to predict results out of the entire data warehouse for  

all bounded and arbitrary values. 
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1. Introduction 
As the world trade now-a-days has gone online, people purchasing goods from malls throughout the entire 

world has become a trivial phenomenon.  When such trade is being done a database has to be maintained 

electronically to keep a trace out of those orders and logistics around the world. The maintenance of database 

and retrieval of data from those databases is a huge task. Avoiding noisy data and retrieval of data to accuracy 

is very difficult. In practice digitally there are many algorithms which do the above said job.  Here we have 

taken three such algorithms K means, Make density based and EM algorithm. Mining the data and search 

results from huge data warehouses is the main process that is carried around the world in recent years [7]. 

Data mining,  an interdisciplinary subfield of computer science,  is the computational process of discovering 

patterns in large data sets involving methods at the intersection of artificial intelligence,  machine 

learning, statistics, and  database systems.[1] The overall goal of the data mining process is to extract 

information from a data set and transform it into an understandable structure for further use. Aside from the 

raw analysis step, it involves database and data management aspects, data pre-

processing, model and inference considerations, interestingness metrics, complexity considerations, post-

processing of discovered structures, visualization, and online updating . The process of data mining is carried 

away by some algorithms which includes clustering, classification, association rules etc. Data Mining does 

supervised and unsupervised learning. 

Supervised learning is the machine learning task of inferring a function from supervised training data. A 

sample data set is taken as a pair of input object and a desired output values. A supervised learning algorithm 
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analyzes the data and produces an inferred function called a classifier [2]. A classifier always gives a resultant 

dataset even from an unseen situation in a reasonable way. The parallel task carried out in the human and 

animal psychology is referred as concept learning. Classification is a data mining technique used to predict 

group membership for data instances. It is one of the techniques in supervised learning. 

 

Unsupervised learning is a class of problem in machine learning where the goal is to determine how data is 

organized. Unsupervised learning is closely related to problems of density estimation in statistics. 

Unsupervised learning encompasses many techniques that seek to summarize and explain key features of the 

data. One such learning is clustering. Feature selection from the data 

Helps improve the performance of the learning models. Feature selection algorithm is done under two 

categories: feature ranking and subset selection. Feature ranking ranks the features by a metric and eliminates 

all features that do not achieve an adequate score [12]. Subset selection searches the set of possible features for 

the optimal subset. 

Here the clustering algorithms are deployed for the database of a trade mall. The algorithms infers results and a 

graph is shown to highlight the deviation of the same database among the three algorithms (k-means, make 

density based and EM) [20].Thus the performance of the algorithms are inferred and the status are registered 

for the same. 

2. Evaluation Steps 

The evaluation Steps are as follows: 

2.1. Data Set Collection 

2.2. Data Preprocessing 

2.3. Clustering 

2.4. Experimental results. 

2.1. Data Set Collection: 

 The data are collected online from the dataset of the trade mall. The data set contains in total of 1100 

instances and 20 attributes. The attributes are custid, custname, custcountry, product sold, sales channel, unit 

sold and date sold. The attribute selection for clustering will be based upon the logistic data from the entire 

dataset. The following figure shows the logistic dataset. 
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Figure 1. Logistics dataset 

The following graph shows the visualization of each attribute 

                       .  

                                                                         Figure 2. Visualization of Attributes 

2.2. Data pre-processing  

Any irrelevant and redundant information or noisy and unreliable data is found the knowledge 

discovery during the training phase of the database, the sophisticated users becomes more difficult. Data 

preparation and filtering steps can take considerable amount of processing time. Data pre-processing includes 

cleaning, normalization, transformation, feature extraction and selection etc.[3] 

 Data preprocessing algorithms include data Cleaning, Data Transformation, Data Reduction, Data 

Integration and Normalization. The Data Cleaning is the process of removing noisy or irrelevant, inconsistent 

and redundant data. The Data Transformation technique deals with conversion of the required data in required 

format during the process of data mining.[5] 

The Data Integration process binds the data to the entire warehouse. After the preprocessing the data are sent to 

the mining process [13]. 
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2.3. Clustering 

The Clustering is the process of grouping the similar data items. It is the unsupervised learning 

techniques, in which the class label will not be provided. The clustering methods are partitioned clustering, 

hierarchical methods, Density based Clustering and Sub space clustering [17]. 

2.3.1. K-means clustering 

K-means is one of the simplest unsupervised learning algorithms that solve the well known clustering 

problem. The procedure follows a simple and easy way to classify a given data set through a certain number of 

clusters (assume k clusters) fixed a priori. The main idea is to define k centroids, one for each cluster.[19] 

These centroids  should be placed in a cunning way because of different location causes different result. So, the 

better choice is to place them as much as possible far away from each other. The next step is to take each point 

belonging to a given data set and associate it to the nearest centroid. When no point is pending, the first step is 

completed and an early group age is done. At this point we need to re-calculate k new centroids as bar centers 

of the clusters resulting from the previous step. After we have these k new centroids, a new binding has to be 

done between the same data set points and the nearest new centroid. A loop has been generated. As a result of 

this loop we may notice that the k centroids change their location step by step until no more changes are done. 

In other words centroids do not move any more. 

Finally, this algorithm aims at minimizing an objective function, in this case a squared error function. The 

objective function 

                                                                   (1) 

Where  is a chosen distance measure between a data point  and the cluster centre , is 

an indicator of the distance of the n data points from their respective cluster centers [15]. 

2.3.2. EM 

An expectation–maximization (EM) algorithm is an iterative method for finding maximum 

likelihood or maximum  aposteriori (MAP) estimates of    parameters in statistical models, where the model 

depends on unobserved latent variables [10]. The EM iteration alternates between performing an expectation 

(E) step, which creates a function for the expectation of the log-likelihood evaluated using the current estimate 

for the parameters, and maximization (M) step, which computes parameters maximizing the expected log-

likelihood found on the E step. These parameter-estimates are then used to determine the distribution of the 

latent variables in the next E step [11].  

Given a statistical model consisting of a set X  observed data, a set of unobserved latent data or missing values 

Z, and a vector of unknown parameters 𝝦, along with a likelihood function 

the maximum likelihood estimate (MLE) of the unknown parameters is 

determined by the marginal likelihood of the observed data 

                                         (2) 
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 However, this quantity is often intractable (e.g. if Z is a sequence of events, so that the number of values 

grows exponentially with the sequence length, making the exact calculation of the sum extremely difficult). 

The EM algorithm seeks to find the MLE of the marginal likelihood by iteratively applying the following two 

steps: 

2.3.2.1. Expectation step (E step): Calculate the expected value of the log likelihood function, with respect to 

the conditional distribution of Z given X under the current estimate of the parameters 𝝦 (t): 

                                            (3) 

2.3.2.2. Maximization step (M step): Find the parameter that maximizes this quantity: 

                                                     (4) 

2.3.3. Make Density based Algorithm 

Density based clustering algorithm has played a vital role in finding non linear shapes structure based 

on the density. Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is most widely used 

density based algorithm. It uses the concept of density reach ability and density connectivity [16].  

 

2.3.3.1. Density Reachability - A point "p" is said to be density reachable from a point "q" if point "p" is 

within ε distance from point "q" and "q" has sufficient number of points in its neighbours which are within 

distance ε [9]. 

 

2.3.3.2. Density Connectivity - A point "p" and "q" are said to be density connected if there exist a point "r" 

which has sufficient number of points in its neighbours and both the points "p" and "q" are within the ε 

distance. This is chaining process. So, if "q" is neighbour of "r", "r" is neighbour of "s", "s" is neighbour of "t" 

which in turn is neighbour of "p" implies that "q" is neighbour of "p"[8]. 

 

Algorithmic steps for DBSCAN clustering  

Let X = {x1, x2, x3, ..., xn} be the set of data points. DBSCAN requires two parameters: ε (eps) and the 

minimum number of points required to form a cluster (minPts). 

i. Start with an arbitrary starting point that has not been visited. 

ii. Extract the neighbourhood of this point using ε (All points which are within the ε distance are 

neighbourhood). 

iii. If there are sufficient neighbourhoods around this point then clustering process starts and point is 

marked as visited else this point is labelled as noise (Later this point can become the part of the cluster). 

iv. If a point is found to be a part of the cluster then its ε neighbourhood is also the part of the cluster 

and the above procedure from step 2 is repeated for all ε neighbourhood points. This is repeated until all points 

in the cluster are determined. 

v. A new unvisited point is retrieved and processed, leading to the discovery of a further cluster or 

noise. 
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vi. This process continues until all points are marked. 

 

 

 

 

 

 

 

 

 

 

Table 1. Performance of Clustering Algorithms –Measures taken under priority based objects. 

 

 

2.3.4.1. Performance Evaluation 

The performance of clustering algorithm is shown in the above table under the prioritized objects 

instances. The Make density based algorithm shows a higher degree of performance of 87.85%.The 

Expectation Maximization algorithm shows a performance of 86.20% 

                             

Figure 3. Evaluation Graph 
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EM 92 17 86.20 
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89 18 83.23 

Make 
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94 12.5 87.85 
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2.3.4.2. Visualization of Cluster Assignments 

In Classes to clusters evaluation mode first ignores the class attribute and generates the clustering. 

Then during the test phase it assigns classes to the clusters, based on the majority value of the class attribute 

within each cluster. Then it computes the classification error, based on this assignment and also shows the 

corresponding confusion   matrix. It can show how these errors are related to the different attributes. This kind 

of information helps when trying to decide what do to with the misclassified cases. It can be used to see if the 

misclassified cases had something in common, or if they were particularly concentrated around certain values 

of an attribute [4]. 

 
Figure 4. Visualization of Simple K-means 

 

Figure 5. Visualization of EM 
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                                                              Figure 6. Visualization of Make DensityBased 

4. Conclusions 

 The on line trade mall dataset that is applied for clustering of the results under certain bounded and 

arbitary attributes to three clustering algorithms predicts that the make density algorithm gives a perfect 

clustering of attributes compared with  simple k means and Expectation Maximum algorithms. The distribution 

of the attributes under the cluster show the performance of each algorithm that can be visualized in the 

experimental results. The same performance can be extended with Medical databases, biological databases, 

databases of various companies, institution etc., and the results can be analysed. 
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