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Abstract: The paper presents a methodology to perform face recognition using a Gaussian Probabilistic Non 

Additive Entropy based Kernel Entropy Component Analysis with Scale Invariant Feature Transform. The 

proposed technique adds invariance towards Pose, Illumination and Expression (PIE) changes in the face. 

The conventionally used Renyi entropy has been  replaced with a Gaussian non-additive entropy measure for 

better representation of information content in the non-extensive systems containing some degree of 

regularity or correlation. Scale Invariant Feature Transform being a texture based local feature detector and 

descriptor that transforms an image into a large collection of local feature vectors each of which is 

reasonably invariant to image translation, scaling, rotation, partial occlusion and illumination further aids in 

adding robustness to the system.  
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1. INTRODUCTION  

The paper presents a methodology to perform face recognition using a Gaussian Probabilistic Non 

Additive Entropy based Kernel Entropy Component Analysis with Scale Invariant Feature Transform. 
The proposed technique adds invariance towards Pose, Illumination and Expression (PIE) changes in 

the face. The conventionally used Renyi entropy has been  replaced with a Gaussian non-additive 

entropy measure for better representation of information content in the non-extensive systems 
containing some degree of regularity or correlation. Scale Invariant Feature Transform being a texture 

based local feature detector and descriptor that transforms an image into a large collection of local 

feature vectors each of which is reasonably invariant to image translation, scaling, rotation, partial 

occlusion and illumination further aids in adding robustness to the system. 

Scale Invariant Feature Transform (SIFT) [1][2] is a texture based local feature detector and 

descriptor that transforms an image into a large collection of local feature vectors each of which is 

reasonably invariant to image translation, scaling, rotation, partial occlusion and illumination. 
Therefore SIFT is able to retrieve the robust features from an image and can be used in adding some 

robustness to face recognition. However, the feature vector produced by SIFT algorithm has the 

dimension as high as 128. It is this large dimension of the feature vector that is a major concern 

because it leads to a substantial increase in the time complexity of the algorithm and therefore also 
hinders its applicability in practical scenarios.  
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Some algorithms have previously been proposed to cater to this issue. For instance PCA-SIFT and 

LDA-SIFT which instead of using smoothed weighted histograms, apply the Principal Components 

Analysis and Linear Discriminant Analysis respectively to the normalized gradient patch. The feature 
vector produced by PCA-SIFT is significantly smaller than the standard SIFT feature vector. Similar 

matching algorithms that are applicable over SIFT can also be used with PCA-SIFT. Also like SIFT, 

PCA-SIFT too makes use of the Euclidean distance to determine whether the two vectors correspond 

to the same key point in different images. In PCA-SIFT, the input vector is created by concatenating 
the horizontal and the vertical gradient maps for 41x41 patch centred to the key point, which has 

2x39x39=3042 elements. Fewer components (nearly 20) are generated which thus results into faster 

matching. However as observed through various experiments the performance of these is not as high 
as SIFT would normally yield. 

Therefore a different method is presented here which involves calculating the final SIFT feature 

vector by selecting and retaining only the best representatives from the 128 dimensional vector. 

Reducing the feature vector size by meticulously selecting the high information elements from the 
huge set of features not only makes the recognition process swift but also adds to the success rate. The 

recognition rate is improved with much less cost incurred and without loss of any crucial information 

that would be required for authentication. 

Kernel Entropy Component Analysis (KECA) [3] performs the selection of principal component 

vectors based on the entropy information, rather than using only the magnitude of eigenvalues. 

Therefore, KECA is used in data transformation and to reduce the dimensional space. KECA 
conventionally displays structure relating to the Renyi entropy of the input space data set, evaluated 

through a kernel matrix using Parzen windowing. This is attained by projections onto a subset of 

entropy preserving Kernel PCA axes. Further the Gaussian non-additive entropy measure [4] is used 

in place of the usual Renyi Entropy [5]. 

The rest of this paper is organized as follows: Section 2 provides a detailed description of the 

proposed methodology. Experimental results have been elaborated in Section 3. Section 4 discusses 

the conclusion and the future scope. 

2. METHODOLOGY 

The methodology is mainly centered on KECA with the conventionally used Renyi entropy being 

replaced with the Gaussian non-additive entropy measure, useful for the representation of information 

content in the non-extensive systems containing some degree of regularity or correlation which makes 

it a better option than Renyi entropy in KECA.  

The intent is to obtain the best principal component vectors which can be used for pattern projection 

to a lower dimensional space. The method extends from the notion of selecting the principal 

component vectors based on entropy information rather than being based only on the magnitude of 
Eigen values.  

A major nonlinear spectral data transformation method for face recognition is Kernel PCA (KPCA) 

[6]. KPCA performs traditional PCA in a kernel feature space, which is nonlinearly related to the 
input space. A positive semi definite kernel function computes inner products in the kernel feature 

space yielding an inner product matrix called a kernel matrix. Performing metric multi-dimensional 

scaling on the kernel matrix, based on the best Eigen values of the matrix provides the KPCA data 

transformation.  
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KECA is another spectral data transformation method extending from the concept of KPCA. It is 

useful as an alternative to KPCA in performing pattern de-noising. KECA is directly related to the 

Renyi entropy of the input space data set through a kernel based Renyi entropy estimate. The same is 

expressed through projections onto the principal axes of the feature space. The transformation done by 

KECA is based on the highest entropy preserving axes and reveals the structure related to the Renyi 

entropy of the input space data set.  

In order to develop KECA, an estimator of the Renyi entropy may be expressed in terms of the 

spectral properties of a kernel matrix through a Parzen window for density estimation.  

Let Φ be a non-linear mapping between the input space and the feature space. Also, let SK be a 

subspace spanned by all those "K" Kernel Principal Component Analysis axes which contribute most 

to the Renyi entropy estimate of the data. Then, K dimensional data transformation is performed by 

projecting Φ onto SK. For nonlinear mapping, any one of the existing classes of kernel functions like 
polynomial kernels, radial basis function kernels, sigmoid kernels or arc cosine kernels may be used.  

 
The conventionally used Renyi entropy has been replaced with the Gaussian non-additive entropy in 

KECA and is evaluated for its usability in finding the best principal component vectors for reducing 

the dimensional space. Consequently, it is applied over SIFT thereby reducing the dimensionality 

without losing textural information. Like PCA-SIFT, the only step that we are altering in the 
conventional SIFT algorithm is the creation of the final descriptor. Instead of using smoothed 

weighted histograms, PCA or LDA, we use Gaussian non-additive entropy based KECA to retrieve a 

much more compact feature descriptor (< 50 components) which still contains all the crucial textural 
information.  

 

SIFT is a texture based local feature detector and descriptor proposed.  It has been widely used across 
various pattern recognition applications. SIFT transforms an image into a large collection of local 

feature vectors each of which is invariant to image translation, scaling, rotation, partial occlusion and 

illumination to some extent. This advantage clearly leads us to the usage of SIFT in designing robust 

recognition algorithms. SIFT can therefore also be used in making effective face recognition 
techniques that are invariant to different kinds of variations.  

 

The SIFT algorithm identifies the scale invariant features using a filtering approach over various 
stages. The first stage involves detection of key locations in scale space. The key locations are the 

locations that are maxima or minima of a Difference of Gaussian (DoG) function.  

 

The proposed methodology has been compared with the existing techniques for performance and 
computational cost incurred. The proposed method involved much lesser computational cost (almost 

half) in comparison to the conventional Scale Invariant Feature Transform method and was 

comparable to even some of its other variants with low dimension feature vectors like PCA-SIFT and 
LDA-SIFT. The performance of SIFT as a robust feature descriptor in terms of invariance to changes 

in scale, rotation, orientation and various other factors gets impacted in case of PCA-SIFT and LDA-

SIFT as there is loss of crucial information content. However such a large impact on performance 
leading to the very loss of feature information was not found in the proposed method. This can be 

attributed to the fact that no textural information is lost here. It preserves the resilience of SIFT with 

much lower computational effort.  

 

3. EXPERIMENTAL RESULTS 
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Open source data sets [7]-[11] have been used to evaluate the performance of the proposed 

methodology.  

 
 

Fig 1.  Recognition Rate (GAR%) comparison. 

 
 

Fig 2.  Comparison of the computational cost. 
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The proposed methodology has been compared with the existing techniques for performance and 

computational cost incurred. The proposed method not only showcased better recognition rate but also 

incurred much lesser computational cost.  

4. CONCLUSIONS AND FUTURE SCOPE 

SIFT is well known robust feature descriptor that has been widely evaluated in the area of face 

recognition. However the large dimension of the feature vector generated by it is a major concern 
which hinders its applicability in practical scenarios. The proposed method not only makes the 

recognition process swift but also adds to the success rate. The recognition rate is improved with 

much less cost incurred and without loss of any crucial information that would be required for 
authentication.  

Like SIFT, the proposed Gaussian non-additive entropy based KECA may also be integrated and 

evaluated with other feature detectors and descriptors to reduce their dimensions. 
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