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Abstract 
 

K means Clustering deals with the problem of wireless mesh networks in Peer-to-Peer environments with distributed 

data, computing nodes, and decentralized connections. Peer-to-peer computing is distributed computing standard to a 

large sequence of applications that involves exchange of information among a huge number of peers with little 

centralized coordination. It is monitoring clusters in the data residing at the different nodes of a Peer-To-Peer wireless 

mesh network. This assumes that all data are available at a single location. The data sources are distributed over a large-

scale Peer-To-Peer wireless mesh network and are collected from a central location and then clustered. The solution takes 

a decentralized approach, where peers (nodes) only synchronize with their immediate topological neighbours in the 

underlying communication network. The algorithm is adapted to dynamic Peer-To-Peer wireless mesh network where 

existing nodes drop out and new nodes join in during the execution of the algorithm and the data in network changes.  

Keywords:  Distributed, peer-to-peer, wireless mesh networks,   K-means clustering. 

 

1. Introduction 

    Wireless Peer-To-Peer Mesh Network (Wireless Mesh Networks P2P) is a promising new technology which is being 

adopted as the wireless internetworking solution for the near future. Characteristics of Peer-To-Peer Wireless mesh 

networks such as rapid deployment and self configuration make Wireless mesh networks suitable for transient on-demand 

network deployment scenarios such as disaster recovery, hard-to-wire buildings, conservative networks and friendly 

terrains. However, Peer-To-Peer wireless mesh networks are highly decentralized, dynamic and normal ly  include 

thou sand s  of nodes.  Also, Peer-To-Peer wireless mesh network usually have routing assistance and the notion of 

clients or servers. This i m p o se s  several cha l l enges  f o r  distributed clustering in Peer-To-Peer wireless mesh 

networks. First, it  i s  not p r a c t i c a l  to have global synchronization in large-scale Peer-To-Peer wireless mesh 

networks. Also, there are frequent topology changes caused by frequent failure and recovery of peers.  Finally, there 

are frequent on- the-fly data updates on each peer. The routers in the infrastructure backbone are static and have 

better power, computation and storage resources. In a hybrid mesh, there are several client mesh network. By associating 

each mesh client network with one router of infrastructure mesh, the management of the whole wireless mesh network would 

become simple. Each mesh client network can be managed by a boundary router. This router is responsible to provide 

addresses, routing assistance, mobility management, power management and network monitoring to the mesh client 

networks. Security mechanism can also be enhanced by centralizing the Peer-To-Peer mesh client network. With the 

implementation of this scheme, each mesh client network is now centrally managed by the manager router of that region. 

But the over all mesh network is still distributed. Each manager router communicates with other routers, collaborates and 

manages the whole wireless mesh network. In the conventional management scheme, each node is managed by the 
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centralized server. While in our proposed scheme, router nodes manage client mesh  networks in a distributed way and then 

these routers are managed by a centralized manager. Peer-To-Peer Wireless Mess Networks are also an attractive 

technology for long-lived infrastructure network such as wireless municipal area network in dense metropolis, heterogeneous 

networks. If one node drops out of the network, due to hardware failure or any other reason, its neighbours simply find 

another route. Extra capacity can be installed by simply adding more nodes. Mesh networks may involve either fixed or 

mobile devices. The principle is simple: data will hop from one device to another until it reaches a given destination. One 

advantage is that, like a natural load balancing system, with the installation of more devices, more bandwidth becomes 

available. Since this wireless infrastructure has the potential to be much cheaper than the traditional networks, many 

wireless community network groups are already creating wireless mesh network Peer-To-Peer wireless mesh networks can 

be mainly categorized into three types according to their architecture: Infrastructure/Backbone wireless mesh networks, 

Client wireless mesh networks and Hybrid wireless mesh networks. Infrastructure/Backbone wireless mesh networks consist 

of Mesh routers which are relatively static: make up a backbone and provide an infrastructure for the clients. These routers 

are usually gateways to wired networks or the Internet. Client wireless mesh networks like conventional ad hoc networks 

consist of mobile wireless nodes. These are infrastructure-less networks with dynamically changing topology and mobility. In 

Client Peer-To-Peer wireless mesh networks every node needs to perform the task of self configuration and routing as there 

is no router available. A hybrid wireless mesh networks consists of many ad hoc components (mobile clients wireless mesh 

networks) and an infrastructure wireless mesh networks.  

On the other hand, the backbone routers are relatively static in nature or have very limited mobility. Mesh routers have 

wider transmission ranges. Each ad hoc component is connected to one of the routers present in the router backbone. 

Each Router manages its own ad hoc component, providing addresses, routes to destination, authentication and secure 

communication to nodes present in its ad hoc region.  

The small transmission range limits the number of neighbouring nodes, which in turn increases the frequency of topology 

change, owning to node mobility. We discuss the addressing, routing assistance, mobility management, power 

management, and network monitoring and security assistance by this mechanism 

 

2. Related Work 

Several papers have dealt with the issues of Distributed K-Means clustering over Peer-To-Peer mesh 

networks. Related literature can be grouped into two categories:  Finding K-nearest neighbor and Distributed 

Clustering in wireless mesh Peer-To-Peer networks. The problem of analysing data which are scattered over a such 

huge and dynamic set of nodes, where each node is storing possibly very little data but where the total amount of data 

is immense due to the large number of nodes. 

2.1 Clustering Distributed Data Streams in Peer-to-Peer Environments 

This paper describes a technique for clustering homogeneously distributed data in peer-to-peer Environment like 

sensor networks. The proposed technique is based on principles of K-means algorithm. It works in a localized 

asynchronous manner by communicating with the neighbouring nodes. This offers extensive theoretical analysis of the 

algorithm that bounds the error in the distributed clustering process compared to the centralized approach that requires 

all the observed data to a single site [1].  

2.2 Towards Data Mining in Large and Fully Distributed Peer-to-Peer Overlay networks 

In this paper, the concept of distributed clustering using K points is explained to the extreme. This paper targets 

the problem of analyzing data which are scattered over a huge and dynamic set of nodes, where each node is storing 

possibly very little data but where the total amount of data is immense due to the large number of nodes [2].  

2.3 Distributed Data Clustering can be Efficient and Exact 
Data clustering is one of the basic techniques in scientific data analysis and data mining. It partitions a data set into 
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groups of similar items, as measured by some distance metric. The data set sizes have grown rapidly with the exponential 

growth of computer storage and increasingly automated business and manufacturing processes. To cluster such large and 

distributed data sets, efficient distributed algorithms are called for to reduce the communication overhead, central 

storage requirements, and computation time, as well as to bring the resources of multiple machines to bear on a given 

problem as the data set sizes scale-up[3]. 
2.4 Progressive Distributed Top-k Retrieval in Peer-to-Peer Networks 

In this paper, the benefits of best match/top-k queries in the context of distributed peer-to-peer information 

infrastructures are discussed and shown to extend the limited query processing in current peer-to-peer networks by 

allowing the distributed processing of top-k queries, while maintaining a minimum of data traffic. Our algorithm is based on 

dynamically collected query statistics only, no continuous index update processes are necessary, allowing it to scale easily 

to large numbers of peers, as well as dynamic additions/deletion peers [4].  
2.5 On Efficient Top-k Query Processing in Highly Distributed Environments 

In this paper, the advances in centralized database management systems show a trend towards supporting rank-

aware query operators, like top-k, that enable users to retrieve only the most interesting data objects[5]. A challenging 

problem is to support rank-aware queries in highly distributed environments.  

2.6 Distributed Page Ranking in Structured P2P Networks 

This paper discusses the techniques of performing distributed page ranking on top of structured peer-to-peer 

networks. Distributed page ranking are needed because the size of the web grows at a remarkable speed and centralized 

page ranking is not scalable. The relationship between convergence time and bandwidth consumed is also discussed [6].  
     2.7 Distributed Data Mining in Peer-to-Peer Networks 

Distributed K means clustering deals with the problem of cluster analysis for environments such as distributed data, 

computing nodes and peers. Peer-to-peer computing is emerging as a new distributed computing paradigm for many 

novel applications that involve exchange of information among a large number of peers with little centralized coordination 

[7].  

2.8 The Price of Validity in Dynamic Networks 
In this paper, w e  propose an ensemble paradigm for distributed classification in P2P networks. Under this 

paradigm, each peer builds its local classifiers on the local data and the results from all local classifiers are then 

combined by plurality voting.   To  build  local  classifiers,  we adopt the  learning  algorithm of pasting  bites  to  

generate multiple local classifiers on each peer based  on the local data[8].  

 

3. Distributed K-Means Clustering On Peer-To-Peer Mesh:  
3.1 Problem overview: 
K-Means clustering partitions a collection of data tuples into K disjoint, exhaustive groups (clusters), where K is a user-

specified parameter. The goal is to find the clustering which minimizes the sum of the distances between each data tuple 

and the centroid of the cluster to which it is assigned. K-means starts with an initial set of randomly chosen K centroids 

and moves on iteratively.  
3.2 K-Means algorithm 

K is the sample mean of each cluster.  x refers to each of our examples, and b contains our "K-Means 

Clustering is an algorithm among several that attempts to find groups in the data.  In pseudo code, it is shown to follow 

this procedure: 

Initialize mi,  i = 1,…,k, for example, to k random xt  

Repeat  

 For all xt  in X 

 bi
t  1 if || xt - mi || = minj || x

t - mj ||      

  bi
t  0 otherwise 
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 For all mi,  i = 1,…,k 

  mi  sum over t (bi
t xt) / sum over t (bi

t ) 

Until mi converge  

The vector m contains a reference estimated. 

The algorithm covers the following steps. 

1) Choose some manner in which to initialize the mi to be the mean of each group (or cluster), and do it.    

2) For each example in your set, assign it to the closest group (represented by mi).  

3)  For each mi, recalculate it based on the examples that are currently assigned to it.  

4)  Repeat steps 2-3 until mi converge  

Here is an example showing how the means m1 and m2 move into the centers of two clusters.  

 

Fig. 1. The means m1 and m2 move into the centers of two clusters. 

   
Fig 2.Flow chart for K means clustering algorithm 
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3.3 Implementation of K-Means algorithm. 
In the new initialization method, the clustering algorithm will only be performed for several iterations during each 

run. After each run, initial points, which can be used to form the cluster with good structural similarity, are chosen and 

their distance is checked against that of all points already selected in the initialization array. If the minimum distance of 

new points is greater than the specified distance, these points will be added to the initialization array. 

 
Fig.3. Recursive function of FindK 

The algorithm can easily adapt to dynamic Peer-To-Peer mesh network where existing nodes drop out and new nodes 

join in during the execution of the algorithm and the data in network changes. The solution also handles the Node failure 

and Topology changes. 

 

 

1) k  Initial "means" (in 
this case k=3) are 
randomly 
selected from 
the data nodes 

 

2) k 
clusters are 
created by 
associating 

every 
observatio
n with the 

nearest 
mean of 
peers .  

 

3) The 
centroid 
of each of 
the k 
clusters of 
peers 
becomes 
the new 
means. 

 
Fig .4. Demonstration of K-Means clustering algorithm 
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4. Clustering of wireless mesh in Peer-To-Peer environments: A distributed approach 

4.1 Distributed Peer-to-Peer K-Means Clustering 

  This section describes the proposed P2P K-Means Clustering algorithm in a peer-to-peer mesh network. Using 

distributed and decentralized approach. Here first we describe K-Means algorithm. 

K-Means clustering Method 

 A K-Partition of X = {x1, x2, x3, …, xn} can be conveniently represented by a K × n matrix known as partition matrix U = 

[uik], i = 1,2,…,K k=1,2,…,n where uik is either 0 or 1, indicating that the pattern xk belongs respectively cluster i. 

 

 K-Means [1,5,54] is a widely used technique for crisp partitioned clustering. The minimizing criterion used to 

characterize good clusters for K-Means partitions is defined as                                                                        

J(U,V)            =          ∑k ∑n(uik)Dik
2 (vi, xk)  (1) 

       i =1 k=1              

Here U is a partition matrix ; V={v1, v2, v3, …, vn} represents K cluster centers; vi Є IRN 

and Dik(vi,xk) is the distance from xk to vi. 

 

In the K-Means algorithms, the K initial seeds are first chosen randomly to represent the K centroids. Thereafter, the 

data points are assigned to the cluster of the closest centroid. This provides a partition matrix U = [u ik]. After the 

assignment phase is over, the centroids are recomputed as follows: 

                                                

vi =  ∑n k=1(uik) xk , i ≤ i ≤ K   ∑n k=1 uik 

 

 

  A common strategy for generating the approximate solutions of the minimization of the problem in (1) is by iteratively 

performing the reassignment of the points to the closest centroids, and updating the centroids of the cluster with the 

mean of the points assigned to the same cluster. 
   4.2 Experimental results  

  The energy consumption by the nodes running with different with different management schemes. Each node is 

provided with 10 joules of initial energy. As the nodes perform transmission and receive messages their energy level is 

decreased. The graph in Fig. 4 shows that conventional centralized management scheme uses high amount of energy 

which means it has much higher amount of transmissions than our proposed scheme. 
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4.3 Simulation Analysis 

From the results, we observe that our proposed distributed management scheme consumes very little amount 

of energy, hence it has low overhead. In conventional management scheme each client node sends information to the 

centralized management server. This requires more messages and thus produces huge overhead in the network. In our 

distributed scheme, client nodes communicate with only the manager router of their mesh network. The rest of the 

communication is the responsibility of the router nodes. This reduces the overhead from the client nodes and consumes 

less energy. 

 

Fig. 6. Network management schemes (a) conventional (b) Centrally controlled 

 In the conventional scheme the nodes are distributed from root node. In the Centrally controlled scheme, the root 

nodes are distributed root nodes to sub nodes and then distributed.  

 
 

Table 1: storage of nodes as data 



 
Dr. V.Ramesh, International Journal of Computer Science and Mobile Applications, 

Vol.3 Issue. 5, May- 2015, pg. 1-8                      ISSN: 2321-8363 

©2015, IJCSMA All Rights Reserved, www.ijcsma.com                                         8 

 

The nodes are stored in terms of data in order to locate the nodes which are decentralized. 

 

5. Conclusion 

 
     We have considered the problem of K-means clustering on data horizontally distributed over a P2P network. 

Decentralizing all the data to a single location to run a centralized K-means is not a feasible option. Thus, the proposed 

work is without centralizing the data. Our algorithm works by having nodes communicate only with their topologically 

immediate neighbours in the network. This algorithm can adapt gracefully to a dynamic environment. Our experiments 

show it to produce highly accurate clustering results (relative to a centralized clustering). However, we cannot provide 

analytical guarantees on this clustering accuracy. we provide probabilistic guarantees on the clustering accuracy. And 

our experiments show the actual accuracy is quite good. In conclusion, we feel that our proposed algorithms are effective 

in solving a complicated data mining problem in large, distributed environment like a Peer-To-Peer wireless mess 

network. They provide good scalability and accurate results. 
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