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Abstract: 

 
To extract decision from huge amount of data is tedious work. And for this now days various data mining tools are available in 

market which are focused of data mining techniques to find pattern recognition and able to support decision making process 

using these tools. In this paper we are discussing some research papers on the students progression based on their performance.  
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1. Introduction: 

Data mining is a process which finds useful patterns from large amount of data. The process of extracting previously 

unknown, comprehensible and actionable information from large databases and using it to make crucial business 

decisions[2].Data are generally stored in various formats like text, images, audio, video, animated scripts etc in the 

repository. Han and Kamber define data mining as the process of discovering hidden images, patterns and 

knowledge within large amount of data and making predictions for outcomes or behaviors [1]. Data Mining is a 

multidisciplinary field, encompassing areas like information technology, machine learning, statistics, pattern 

recognition, data retrieval, neural networks, information based systems, artificial intelligence and data visualization. 

[3] 
 

2. Educational Data Mining: (EDM) 

EDM is emerging discipline, with a suite of computational and psychological methods and research approaches to 

understanding how students learn and setting which they learn in it. Educational data mining (EDM) is an emerging 

discipline which focuses applying data mining tools and techniques to educationally related data. [15] 

An educational data mining is a broader term that focuses on nearly any type of data in educational institutional, 

while academic analytics is specific to data related institutional effectiveness and student retention issues. The scope 

of educational data mining includes areas that directly impact students. Other areas within EDM include analysis of 

educational processes including admissions, alumni relations and course selections. [15] 

In order to understand how and why data mining works, it’s important to understand a few fundamental concepts. 

First, data mining relies on four essential methods: Classification, categorization, estimation, and visualization. 

Classification identifies associations and clusters, and separates subjects under study. Categorization uses rule 

induction algorithms to handle categorical outcomes, such as “persist” or “dropout,” and “transfer” or “stay.” 

Estimation includes predictive functions or likelihood and deals with continuous outcome variables, such as GPA 

and salary level. Visualization uses interactive graphs to demonstrate mathematically induced rules and scores, and 

is far more sophisticated than pie or bar charts. [16] In recent years, the analysis and evaluation of students 
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performance and retaining the standard of education is a very important problem in all the educational institutions 

[3]. 

 

3. Literature Survey: Research papers 

 

Ramaswamy N has written research paper which focused on predicts student’s characteristics or academic 

performances in various educational institutions. This paper focus on students performance as a slow learner or fast 

lerner. For that they applied various data mining techniques and compare the accuracy based on students 

attributes[6]. For assessing the goodness of a predictor, an extensive study on the student data set was conducted by 

applying five individual classifiers J48 (J48), Bayesian Net (BN), Neural Net (NN), Decision Tree (DT), and Naïve 

Bayes (NB). 

 

The other research paper which is written by Mrs. M.S. Mythili, Dr. A.R.Mohamed Shanavas to use data mining 

methodologies to study and analyze the school students’ performance based on classification techniques which is 

useful to gauge students’ performance and deals with the accuracy, confusion matrices and the execution time taken 

by the various classification data mining algorithms. The decision tree classifier C4.5 (J48), Random Forest, Neural 

Network (Multilayer Perception) and Lazy based classifier (IB1) Rule based classifier (Decision Table) were 

enforced in weka. [3] 

 

Socio Economic Status has always affect and influenced the Academic Achievement of students. Academic 

Achievement varies for children from different social backgrounds. To fucus on the social economy and category 

wise students achievements. The High SES students have better exposure and environment. [19].In comparison to 

Low SES category Average SES category students show higher academic achievement. The other paper used to 

apply selected data mining algorithms for classification on the university sample data reveal that the prediction rates 

are not remarkable (vary between 52-67 %). Several different algorithms are applied for building the classification 

model, each of them using different classification techniques. The WEKA Explorer application is used, each 

classifier is applied for two testing options – cross validation (using 10 folds and applying the algorithm 10 times – 

each time 9 of the folds are used for training and 1 fold is used for testing) and percentage split (2/3 of the dataset 

used for training and 1/3 – for testing).[20] 

 

Using K-means clustering which used for pattern recognized classification and clustered students according to their 

class performance, sessionals and attendance record. .Using K-Means Clustering clustered the students based on 

their Class Performance, sessionals and Attendance in class. Centroids are calculated from the educational data set 

taking K-clusters. This study is helpful to notify the students with less attendance and slow performance in 

sessionals but also enhances the decision-making approach to monitor the performance of students. Also on 

increasing the value of K, the accuracy becomes better with huge dataset and Kmeans can find the better grouping of 

the data. The results obtained help to cluster those students who need special attention. [23] 

 

Here in one case study authors try to extract useful knowledge from graduate student’s data collected from the 

college of Science and Technology – Khanyounis. This paper discovered association rules and sorted the rules using 

lift metric. Then other used two classification methods which are Rule Induction and Naïve Bayesian classifier to 

predict the Grade of the graduate student.  Finally, outlier detection to detect all outliers in the data, two outlier 

methods are used which are Distance-based Approach and Density-Based Approach. Each one of these tasks can be 

used to improve the performance of graduate student. [22] 

 

The comparison of data mining algorithms for clustering published by Shiv Pratap Singh Kushwah, Keshav Rawat, 

Pradeep Gupta .These algorithms are among the most influential data mining algorithms in the research community. 

A Knn algorithm is more sophisticated approach, k-nearest neighbor (kNN) classification, finds a group of k objects 

in the training set that are closest to the test object, and bases the assignment of a label on the predominance of a 

particular class in this neighborhood. KNN classification is an easy to understand and easy to implement 

classification technique. Despite its simplicity, it can perform well in many situations. [17] 
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Apriority is a seminal algorithm for finding frequent itemsets using candidate generation. This paper is applied 

partition based apriori algorithm and divide problem in smaller partition. The dataset is divided into n non-

overlapping partitions such that each partition fits into main memory and each partition is mined separately. [17] 

Apart from one other research paper, classification of the data collected from students of polytechnic institute has 

been discussed. This paper used Weka tool and also compares results of classification with respect to different 

performance parameters. This study shows more attention should be given to improve basic fundamentals in 

mathematics and language based on some academic attributes of students.  Comparing results of DT and NB 

algorithms is observed that Decision tree (J48) gives better result than Naïve Bayesian algorithm in terms of 

accuracy in classifying the data. [13] 

 

A research paper surveys the most relevant studies carried out in EDM using Apriority algorithm. The improved 

Apriority algorithm proposed in this research uses bottom up approach along with standard deviation functional 

model to mine frequent educational data pattern.[5]This paper presents an Improved Apriority algorithm based on 

Bottom up approach and Support matrix to identify frequent item set. This algorithm works in 2 phases, Support 

Matrix Generation and Bottom Up approach to mine frequent items set based upon calculated minimum support. [5] 

The Major advantage of this algorithm is that it avoids comparison of currently chosen transaction with other 

transaction to mine the frequent item set if the total Support value or count of the other transactions on which 

comparison needs to be done is lesser than the chosen transaction.  

 

4. Conclusion and future work: 

 

Majority researchers works on classification, clustering and association rules and for this research WEKA data 

mining tool was mostly preferred for experiments. Above research papers are included academic performance of 

student, analysis of result to find out poor academic record of students and find out solution to improve it. Now a 

day’s so many tools are available on market which are free source. So, in future we will try to implement our work 

on various tools with various techniques which will help us to find out more quality of attributes which affect the 

lower performance of student. 
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